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AI for GCs: What You Need to 
Know
Reece Clark, Cat Kozlowski, Kelsey L. Brandes, and Bryce H. Bailey*

In this article, the authors discuss the obstacles that general counsels and 
business leaders face when considering whether to adopt artificial intelligence, 
machine learning, and predictive applications and services. 

During the course of 2024, interest in generative and other 
types of artificial intelligence, machine learning, and predictive 
applications and services (collectively, AI) accelerated across indus-
tries. Some sectors, such as financial services, media, and telecom, 
exceeded expectations for enterprise adoption. Others, such as life 
sciences, healthcare, energy, and industrials lagged behind.1 The 
largest obstacles to enterprise adoption have been appropriate 
scaling and identifying a return on investment (ROI). Those chal-
lenges continue in 2025 and require a more critical examination 
by general counsels (GCs) and business leaders. 

Last year, companies focused on user error and bias. Yet even 
as companies focused on comprehensive solutions to mitigate these 
types of AI risks, other headwinds to AI adoption became appar-
ent. Strategic, operational, and compliance risks have coalesced 
to create a more complex adoption environment that is focused 
keenly on ROI. 

GCs are now in a position to drive conversations beyond risk 
mitigation and legal compliance in AI tool selection. GCs will play 
a key role in shaping the conversations around opportunities and 
risks of AI adoption, and will find themselves continually asking 
the questions: What is the expected ROI of the AI tool, and how 
does that balance against legal risk? 

Empowering GCs to Diligence AI Solutions

In the nearly two years since the public reveal of ChatGPT 3.5, 
companies have experienced a roller coaster of reactions to the 
potential applications (and pitfalls) of “generative AI.” Generative 
AI is a type of AI that individual users are more likely to directly 
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observe as opposed to other types of AI that may recognize pat-
terns or make predictions regarding data, transactions, images, or 
events, among other applications. Unlike generative AI, other types 
of AI have been in use for quite some time but have garnered less 
attention than generative AI. 

Retrospectively, the initial burst of excitement around the possi-
bilities of AI (especially generative AI) was certain to moderate just 
as the picture of AI’s usefulness would begin to come into focus. At 
the onset of the “generative AI boom,” some early movers invested 
in AI without a complete understanding of its current limitations 
and risks and have experienced challenges to implementation as a 
result.2 Yet even as expectations around AI have begun to normal-
ize, new AI solutions continue to launch at a breakneck pace. How 
then to make sense of the market? 

Seasoned GCs know that over time, business leads become more 
discerning and realistic about the potential value a new technology 
can bring to the business. Shortly after a new technology launches, 
for example, excitement cools as the inflated expectations around 
its applications and capabilities fail to fully materialize.3 AI is no 
exception. Businesses now can be expected to continue recalibrating 
their views around AI and to further moderate their performance 
expectations. This trend will be further accelerated due to more 
frequent instances of “AI washing”—a term GCs have (or will soon) 
become very familiar with.4 

AI washing occurs, for example, when vendors oversell the 
AI capabilities of their products, or mischaracterize routine data 
processes as being “powered by AI.” From “robot lawyers” to bunk 
investment strategy tools, examples of AI washing increased during 
the back half of 2024 and will likely continue to pervade the market 
in 2025.5 AI washing erodes trust in AI providers, risks regula-
tory enforcement from the Securities and Exchange Commission 
and Federal Trade Commission (FTC) and accelerates the pace of 
industry skepticism in AI capabilities and ROI.6 

With this backdrop, GCs will experience a renewed sense of 
urgency to ensure proper diligence occurs on potential AI deploy-
ments. GCs should feel empowered, for example, to charge their 
business leads with gathering qualitative and quantitative informa-
tion about potential AI deployments from both the business teams 
using the tool and the AI vendor. To create a complete cost-benefit 
view, GCs will want to consider, at a minimum, the following ques-
tions as their business leads are choosing AI tools: 
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• What Data Will the AI Tool Have Access To? This is the most 
important question a GC faces. If the data profiles as low 
risk (e.g., historical budget information), then the overall 
risk from the AI tool is likewise lower. Conversely, if the 
AI tool will have access to personal information or sensi-
tive business information, additional diligence is critical 
to ensuring the vendor has complied with applicable law, 
industry standard or better practices and rigorous security 
design in the development and maintenance of the AI tool.

• How Was the AI Tool Trained? GCs should expect vendors 
to be able to produce a base level of information regarding 
how the AI tool, including the underlying data or model 
supporting such tool, were initially trained and validated 
and tuned and improved over time. To be clear, this is 
not asking a vendor to reveal trade secrets or sensitive 
proprietary information. Rather, a well-trained AI tool 
should be backed by high-quality and often proprietary 
datasets that are specifically targeted to the industry the 
tool is marketed toward. Be wary of AI vendors that have 
difficulty producing information about how their tool was 
trained or vendors that reveal their datasets were validated 
exclusively through open-source information (that often 
carry a broad “as-is” disclaimer and no representations of 
legality or quality). Where a vendor has used some open-
sourced data, additional questions regarding infringement 
and privacy concerns are warranted. For example, ask 
whether the vendor can ensure all licenses and consents 
were procured from the parties or individuals who have 
supplied the underlying information which may include 
proprietary or personal information? 

• How Much Risk Does Use of the AI Present? Like any new 
field of technology, AI can present a variety of risks. There 
are strategic considerations evidenced by the need to 
scrutinize vendors for AI washing or overselling of their 
capabilities. Likewise, replacement of internal functional-
ity with AI may bring a corresponding loss of human skill 
that needs to be carefully managed. There are compli-
ance risks as well. These range from regulatory concerns 
to loss of company intellectual property (IP), security 
risks and ethical considerations. GCs will be particularly 
interested in how AI reduces operational challenges like 
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record-keeping, internal and external oversight, and addi-
tional vendor/contract management. AI can also present 
new technology-based challenges, such as proper quality 
control for outputs and a clear user understanding of how 
to use the tools effectively. GCs should use extra scrutiny 
when leveraging AI in heavily regulated or mission critical 
areas as they consider risk profiles. 

• What Is the Expected ROI? Consider the time horizon 
and total impact of the expected return and whether it 
is worth the initial capital investment. For example, will 
implementation of an AI tool cause a change in staffing? 
Efficiency gains from head count reductions may be offset 
by transitional efforts and additional staffing for AI man-
agement, including output review, validation, and legal or 
other compliance or quality reviews. Likewise, depending 
on the size and complexity of the implementation, the full 
project timeline may be quite long before seeing any payoff, 
and will that lengthy period justify the up-front cost? Use-
case analyses can help outline the actual ROI and impact 
of a given service and set apart vendors offering real AI 
solutions from those merely AI washing their services. 
Finally, consider the risk from potential breakdowns in 
support that may come from a vendor leaving the market 
or tech becoming outdated, and how that change will be 
managed in a rapidly evolving market. 

Contracting with AI Vendors: Key Considerations

Last year saw a previous trend continue: the AI Addendum. 
These “one size fits all” attachments are designed to cover every-
thing AI-related—and often suffer as a result from overly broad or 
underinclusive terms. Some examples of potentially problematic 
terms include requiring AI tools to be completely free of halluci-
nations and bias, meet multiple ISO (International Organization 
for Standardization) and NIST (National Institute of Standards 
and Technology) standards, comply with data privacy and AI laws 
regardless of jurisdiction, disclose all training data, and/or divulge 
all the model’s secrets. When treating these addenda as “nonnego-
tiable” regardless of vendor agreement size or AI tool functionality, 
these fixed forms can create a disconnect between legal, the busi-
ness and the AI tool’s specific use case. 
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The better approach is for GCs to recognize AI and general-
purpose models continue to change and, as a result, the contracting 
terms need to evolve with those changes. GCs should tailor and 
scale legal terms based on the applicable AI use case. For example, 
representations and warranties that a vendor will follow industry 
standards regarding data privacy and security, ethical use, and 
governance will almost always be appropriate. Likewise, GCs may 
benefit from including transparency requirements, such as obliga-
tions on the vendor to maintain the necessary documentation to 
assist with regulatory inquiries or investigations in the event the 
vendor has or receives an adverse audit or complaint regarding 
the AI tool. 

Other contracting considerations GCs should keep in mind: 

• Data Access Issues. While vendors offering unpaid general 
purpose models predominately seek rights to use company 
data as training data, the largest vendors provide a method 
for the user to opt out of training. For paid licenses, the 
prevailing approach from large language model vendors 
continues to be for the user to own its inputs and outputs. 
For more negotiated downstream AI tool agreements, GCs 
may push to limit the vendor’s use of company data to only 
that which is necessary to provide the contracted services 
or as separately agreed upon in writing. However, if the 
AI tool will have access to particularly sensitive data, GCs 
may want to also explore additional contractual pathways 
of protecting or further limiting use and access to the data, 
such as designating outputs as confidential information, 
restricting disclosure, explicitly prohibiting certain uses 
that may otherwise be assumed as a part of providing 
services (e.g. performance monitoring or debugging per-
formed directly or through data aggregation), or limiting 
data retention.

• Indemnification Considerations. GCs should continue to 
take care in negotiating and reviewing the indemnification 
provisions in agreements for AI tools. If a tool has been 
trained or tuned on top of a general purpose AI model, 
GCs need to identify whether they are protected from 
infringement and privacy claims regarding those materials. 
Depending on the use case, GCs may want to highlight 
other specific claims, such as bias or user-related errors 
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and omissions. Similarly, GCs should watch out for caps 
and exceptions to liability, particularly for IP infringement, 
privacy or data breaches, and violations of law. Generally, 
IP indemnification clauses include reasonable exceptions, 
such as if the user does not have proper rights to what 
they input, modifies the output, or intentionally attempts 
to cause the model to produce an infringing output. 
However, GCs should watch for additional conditions 
and requirements for indemnification, such as mandatory 
mitigation practices that require additional education or 
training for users. 

• Accuracy Requirements. As a final risk mitigation consid-
eration, GCs need to be aware that AI models, by design, 
are not stagnant. To prevent becoming “stale,” models are 
regularly fed new training data that may fundamentally 
impact accuracy and performance and require more 
frequent corrective maintenance. A GC may therefore 
want to include minimums or additional explainability, 
transparency, and reproducibility requirements. The more 
integral an AI tool will be for a company, the more precise 
performance and standards requirements should be, and 
the greater care GCs may need to dedicate to termination, 
vendor transition, and operational contingencies should 
the tool or the vendor’s business fail. GCs may also seek 
warranties that the AI tool will operate with reasonable 
accuracy for the nature of the use case, undergoes regular 
reviews and mitigation activities for data-based bias, and 
is supported by a vendor team that will resolve reported 
errors. 

Looking Ahead: Balancing Risk and Reward 

In 2024, GCs grappled with the business, legal, and regulatory 
impacts of prospective AI implementations in their businesses. 
Seemingly overnight, GCs became a key figure in driving conver-
sations regarding risk mitigation and legal compliance in AI tools 
and, in the process, rapidly developed new competencies in data 
archaeology, transparency, accessibility, and privacy. 

Now, the combined effect of a more discerning environment 
for adoption of AI tools and the AI-related expertise GCs have 
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gained means GCs will feature prominently in balancing risk and 
reward for prospective AI implementations and for developing a 
clear view of expected ROI. 

For some AI tools, the benefits take time to accrue, which means 
a company may not see a productivity return for several months or 
years. Now more than ever, it is key for GCs to consider ROI when 
analyzing AI tools to be used within the business. 

When evaluating AI tools: 

• Identify clear objectives that fit in with the company’s 
goals and strategies; 

• Document and monitor short-term and long-term out-
comes including when outcomes transform from indirect 
to direct (and ask the vendor to provide evidence regard-
ing the same); 

• Ensure that the business has defined key performance 
indicators (KPIs) for use of AI tools and is actively moni-
toring such KPIs; 

• Consider the total cost—including environment costs, 
implementation costs, training and tuning costs, and other 
maintenance, verification, and staffing costs. 

GCs will likely be challenging business owners more on AI 
tools, especially those that do not offer sufficiently clear ROI use 
cases to the business. 

With government leaders taking office in several countries 
beginning in 2025, GCs will need to pay closer attention to current 
AI regulations and laws. Companies doing business in Europe, for 
example, will need to consider compliance with the EU AI Act. In 
the United States, President Donald Trump has selected Sriram 
Krishnan, a former Andreessen Horowitz partner and entrepre-
neur, as the Senior Policy Advisor for Artificial Intelligence within 
the White House Office of Science and Technology Policy. This 
appointment signals a focus on maintaining U.S. leadership in AI 
innovation and a deeper focus on how AI interacts with various 
industries and digital infrastructure. U.S. states are also poised to 
continue passing a patchwork of their own AI laws and states with 
current AI laws (such as Colorado) may amend those laws to pro-
vide additional regulations. GCs will need to monitor both inter-
national and U.S. federal regulations and state laws applicable to 
their business to ensure compliance with such regulations and laws. 
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Conclusion

AI will continue to offer diverse opportunities to increase com-
pany efficiency and ROI when deployed strategically within the 
enterprise. Companies should ensure that the vendors they have 
selected understand the overall implementation strategy, especially 
at the point of initial discussions with the selected vendor. GCs 
should ask pointed questions about the project scope, resources 
needed and potential impact of the AI tool before a contract is 
executed and then continue to monitor the evolution of those 
impacts up to and after implementation. Properly scrutinizing 
various AI services will allow GCs and companies to evaluate the 
greatest ROI offerings and best vendor for a given implementation.

Notes
* The authors, attorneys with Polsinelli, may be contacted at rclark@

polsinelli.com, ckozlowski@polsinelli.com, kbrandes@polsinelli.com, and 
bryce.bailey@polsinelli.com, respectively.
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